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The design, implementation, and evaluation of interventions are activities shared across many
academic fields. When interventions take the form of policies or programs, they are usually called
social interventions and are studied within the social sciences. However, interventions can also be
organizational, behavioral, or medical in nature. Researchers who design interventions eventually
need empirical data to assess their effects and outcomes. At first, these evaluations happen in
individual studies, each focused on a specific intervention in a specific context. While evaluation
research in areas like public policy has become more standardized, many different research

methods are stll used.

Over time, multiple studies may be conducted on similar interventions. At that point,
researchers face a common scientific challenge: how to combine these studies to build cumulative

knowledge. (D This is difficult, especially when the studies use different methods—such as

qualitative versus quantitative, or experimental versus non-experimental approaches. Meta-

analysis is a method developed to help with this problem. It allows researchers to statistically
combine findings from different studies. In fact, Bausell and colleagues (1995) reported that
between 1980 and 1993, 982 meta-analyses were published in the social sciences. Although we do
not have a more recent number, the use of meta-analysis has clearly become widespread and

continues to grow.



One major challenge in meta-analysis is how to deal with studies that lack a control group. In
this study, we propose a solution to this problem. We introduce a method that adjusts the results
of uncontrolled studies by comparing them with similar studies that include a control group.

(2) This adjustment helps reduce the impact of outside factors—often called threats to internal

validity. More importantly, it helps bridge the gap between different types of research designs,
such as experimental and non-experimental, or qualitative and quantitative. In this way, we aim to
address a long-standing issue in meta-analysis: how to integrate a diverse set of primary studies

that use multiple research methods.
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